## Kruskal Algorithm and Prim Algorithm

*Introduction:*

In this Chapter, two classic algorithms of the Formation of Minimum Spanning Tree problem would be discussed. These two algorithms would use the specific rules to describe the algorithm discussed in the Chapter Formation of Minimum Spanning Tree. These two algorithms expand the method to find a safety edge. *(The method in the Formation of Minimum Spanning Tree refers to the algorithm Generic\_MST(G, w).)*

* In the Kruskal Algorithm, the collection A is one forest. The nodes in the forest are all nodes in the Graph. Each time the Safety Edge would be added into the collection A and it is surely the Minimum Weight connected with two separate collections.
* In the Prim Algorithm, the collection A is one tree. The Safety Edge would be connected the node among the collection A and the node outside the collection A.

*Kruskal Algorithm:*

The way the Kruskal Algorithm to find its Safety Edge (u, v) is to find the Edge with Minimum Weight crossing two Trees among the forest.

Assume that the collection C1 and C2 are two separate trees which are connected by the Edge (u, v). Since Edge (u, v) must be the Minimum Weight Edge connecting the collection C1 and C2, such Edge must be the Safety Edge.

Apparently, the Kruskal Algorithm must be one Greedy Algorithm, since each time it would select one Edge with the Minimum Weight and add into the forest.

*Realization:*

In the Kruskal Algorithm, it uses one Non - Intersect Element Collection Data Structure to maintain several Non - Intersect Element Collections.